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Abstract
In recent years, Datalog has sparked renewed interest in
academia and industry, leading to the development of nu-
merous new Datalog systems. To unify these systems, recent
approaches treat Datalog as an intermediate representation
(IR) in a compiler framework: Compiler frontends can lower
di�erent Datalog dialects to the same IR, which is then op-
timized before a compiler backend targets one of many ex-
isting Datalog engines. However, a key feature is missing in
these compiler frameworks: an expressive module system.
In this paper, we present the �rst module system for a

Datalog IR. Our modules are statically typed, can be sepa-
rately compiled, and partially linked to form “bundles”. Since
IR modules are generated by a compiler frontend, we rely
on explicit declarations of required and provided relations
to maximize the decoupling between modules. This also al-
lows modules to abstract over required relations to o�er
reusable functionality (e.g., computing a transitive closure)
that can be instantiated for di�erent relations in a single
Datalog program. We formalize the module system, its type
system, and the linking algorithm. We then describe how
di�erent usage patterns that occur in Datalog dialects (e.g.,
inheritance, cyclic imports) can be expressed in our IR mod-
ule system. Finally, we integrate our module system into
an existing Datalog compiler framework, develop a Sou�é
compiler frontend that translates Sou�é components to IR
modules, and demonstrate its applicability to a large Doop
analysis.

CCSConcepts: • Software and its engineering!Reusabil-
ity; Modules / packages; • Theory of computation!
Constraint and logic programming.
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1 Introduction
Datalog has gained signi�cant attention from both academia
and industry in recent years. While Datalog was originally
designed as a database query language, it is nowadays used
for large and complex tasks, such as program analysis [8, 23],
network monitoring [1], and distributed computing [2–4].
This revival of Datalog has led to various Datalog systems
that improve the programmability, performance, and expres-
siveness of Datalog [4, 6, 7, 11, 18]. However, each system
o�ers its unique �avor of Datalog, preventing interoperabil-
ity between them. For example, Sou�é [11] extends Datalog
with algebraic data types and provides a high-performance
C++ evaluation engine. Formulog [7] extends Datalog with
functions and SMT constraints, and it provides its own exe-
cution engine. Ascent [21] provides a macro-based library to
integrate Datalog into Rust. bddbddb [24] is a simplistic Dat-
alog dialect, that uses binary decision diagrams to evaluate
programs. Unfortunately, a program written in bddbddb can-
not run in Sou�é, and a Sou�é program cannot be executed
using Ascent.
To target this fragmentation, a unifying framework is

needed that treats Datalog as an intermediate representation
(IR) instead of a programming language. The IncA frame-
work [13] o�ers such a compiler framework.1 It includes
frontends for Sou�é, bddbddb [24], as well as a functional
logic language [18]. These Datalog dialects are translated
into a common, typed intermediate Datalog representation
that can be optimized. Afterward, a compiler backend han-
dles the execution of the IR code, usually by translation to
an existing Datalog system. Although this compiler frame-
work helps to unify Datalog compilers and supports cross-
compilation, it does not yet allow for proper interoperability
between program fragments written in di�erent dialects.
The main issue is the lack of a module system for the

Datalog IR. The goal of this paper is to provide a module
system that is expressive enough to be a compilation target

1h�ps://gitlab.rlp.net/plmz/inca-scala
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for di�erent Datalog dialects and to enable interoperability
between them. This is in contrast to existing user-facing
module systems that must consider programmability by a
user in their design. Our module system must address the
following challenges:

Separate compilation. The module system must orga-
nize Datalog de�nitions into modules such that separate
checking and compilation is possible. In particular, it must
be possible to lower and optimize modules separately.

Interoperability. Currently, there is no way to use IR
code from di�erent dialects in a single program. For exam-
ple, IR code generated from Sou�é and IR code generated
from a functional logic language are isolated instances that
cannot interact. A module system must allow modules to
interoperate, no matter the frontend that generated them.

Open modules. We need a module system that is expres-
sive enough to embody the component architecture used
by existing Datalog dialects. For example, Sou�é supports
inheritance between components and di�erent scoping lev-
els. This necessitates the system to support open modules,
which formulate external requirements.

Partial linking. A linker weaves separately compiled
modules into a larger module. We follow classic module sys-
tem formulations [9, 12] in allowing partial linking, where
linked modules may still contain requirements to be resolved
later. However, while these prior works describe linking sep-
arately from the module de�nitions, this amounts to build
scripts in practice, which hurts program understandabil-
ity. Instead, the module system should support linking as a
language-integrated feature, such as import statements.

Compositional validity. When partially linking a mod-
ule stepwise, we need to ensure that the module remains
valid after each step. The linking of well-typed modules must
yield a well-typed module, given that the requirements are
met appropriately.

For example, consider we want to implement an abstract
interpreter for Java in IncA’s functional Datalog language.
But to resolve variables, we want to reuse the con�gurable
points-to analysis implemented by Doop [8] in Sou�é’s Data-
log language [11]. Figure 1 illustrates how ourmodule system
supports such interaction:
1. We compile the Sou�é modules separately to IR modules.
2. We use partial linking to bundle the compiled Sou�é

modules into a single big IR module, which still contains
some requirements. In our example, the Doop analysis
uses this feature to allow client-side con�guration of its
context sensitivity.

3. We separately compile the Functional IncAmodules, which
import the bundled IRmodule generated from Sou�é code.
Here, interoperability takes place.

Points-to in Soufflé

separate
compilation

prov P
req A

prov Q

req B

partial linking

req A
req B
P, Q

Abstract Interpreter in Functional IncA

separate
compilation

partial linking

req B
P, Q, R

import

A

prov R

dialect
module

ir
module

compilation
unit

Figure 1. Separate compilation and partial linking across
di�erent Datalog dialects.

4. Finally, we use partial linking again, which resolves re-
quirement A of the bundled IR module but leaves require-
ment B open. Since the Functional IncA modules import
the bundled module, linking generates a new bundled IR
module that contains all previous de�nitions.

In this paper, we present a module system that solves
the above challenges for a Datalog IR. Besides de�nitions,
modules can contain three new declarations. A declaration
require A : T indicates that a module needs a Datalog rela-
tion A with signature T. The requirement must be resolved
when linking the surrounding module. A declaration
provide B : T indicates that a module exports a Datalog re-
lation B with signature T. Relation B must be de�ned in the
surrounding module. And �nally, a declaration import M as

q with {A = R} triggers linking: All provided declarations of
M become available with pre�x q in the surrounding module.
However, such an import is only valid when providing bind-
ings for all requirements of M. We formalize the syntax, the
static semantics, and the linking of our module system.
We also study how common usage patterns of source-

language module systems can be encoded in our IR module
system. In particular, we investigate how cyclic imports,
inheritance, and nested modules can be represented in our
module system. This demonstrates the expressiveness of the
module system. We have implemented the module system
by extending the IncA compiler framework for Datalog. The
implementation checks modules, compiles them separately,
and links them in accordance with the formalization. Finally,
we have added support for compiling Sou�é and its complex
components to Datalog IR modules, which enabled us to do
separate compilation, partial linking, interoperability with
an existing Doop analysis as indicated in Figure 1.
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module Graph

declare edge: Int ⇥ Int

provide edge: Int ⇥ Int

edge(1,2). edge(2,3). edge(3,4).

module Path

require E: Int ⇥ Int

declare path: Int ⇥ Int

provide path: Int ⇥ Int

path(x,y) :- E(x,y).

path(x,y) :- E(x,z), path(z,y).

Figure 2. Datalog modules that can be separately compiled.

In summary, we present the following contributions:
• We design a module system for Datalog IR that sup-
ports separate compilation, partial linking and allows
modules to abstract over relations (Section 2).

• We formalize the static semantics and linking process
of the module system (Section 3).

• We describe how complex usage patterns can be en-
coded in our module system (Section 4).

• We implement our module system in the IncA compiler
framework. Finally, we showcase its applicability with
two case studies: �rst, we compile a Doop analysis
written in Sou�é into multiple Datalog IR modules
that we link to a bundle, and second, we use a Sou�é
points-to analysis in Functional IncA to implement an
escape analysis (Section 5).

2 Modular Logic Programming in Datalog
Datalog programs de�ne relations through inference rules.
Datalog rules take the form '(C) :� 01, . . . ,0= , where '(C)
is called the head of the rule and the atoms 08 make up the
body of the rule. Semantically, relation ' contains a tuple (C)
if all atoms 08 hold and all free variables in term C are bound
by the atoms. Rules without atoms describe facts that hold
unconditionally. A Datalog program is a collection of rules.

In this section, we introduce the constructs of our module
system by example and highlight a few key design aspects.

2.1 Open Datalog Modules and Separate Compilation
We enrich Datalog with notation for modules as illustrated in
Figure 2. Eachmodule has a name and body, which consists of
entries. Module Graph in Figure 2 has 5 module entries. First,
the module declares a relation edgewith its type.2 Second, the
module marks edge as provided, meaning that other modules
will be able to query edge. Third, the module de�nes edge

through three Datalog rules, providing three facts.
Based on this graph, wewant to compute the transitive clo-

sure of edge in a relation path. Without modules, edge and path

2We consider explicitly typed Datalog programs so that we can validate
them during separate compilation. Most Datalog systems used in practice
have type annotations or types can be easily inferred.

module App

import Graph as g

import Path as p with { E=g.edge }

declare cyclic: Int

cyclic(x) :- p.path(x,x).

(a) Before linking

module App

declare g.edge: Int ⇥ Int

g.edge(1,2). g.edge(2,3). g.edge(3,4).

declare p.path: Int ⇥ Int

p.path(x,y) :- g.edge(x,y).

p.path(x,y) :- g.edge(x,z), p.path(z,y).

declare cyclic: Int

cyclic(x) :- p.path(x,x).

(b) After linking
Figure 3. Imports lead to linking, which yields a newmodule
with inlined dependencies.

have to be de�ned together and compiled together. Instead,
we can use modules to isolate their de�nitions as shown in
Figure 2. Module Path requires a relation E with its expected
type. Requirements are not imports: They are not resolved
right away but remain abstract until linking. However, the
requirement provides su�cient information that the remain-
der of the Path module can be de�ned and validated. Here,
module Path de�nes a relation path that computes the tran-
sitive closure over the abstract E. We call modules like Path

that have unresolved requirements open modules. In contrast,
Graph is a closed module.
Modules Path and Graph can be de�ned in isolation, vali-

dated in isolation, and compiled in isolation. For example,
we would detect if path used E inconsistently, and an optimiz-
ing Datalog compiler could select a specialized backing data
structure for the transitive closure computation implemented
by path, which can improve performance considerably [20].
Moreover, the module system makes Datalog more expres-
sive: We e�ectively de�ned a parametric transitive closure
relation over E, which is not possible in standard Datalog.

2.2 Language-Integrated Linking
Datalog modules need to be linked before the code can be
executed. In our module system, linking is triggered through
import declarations that occur in amodule. This is in contrast
to prior approaches in theory [9, 12] and practice (e.g., the C
language), where separate compilation requires build scripts
to enumerate sets of modules to be linked. Build scripts are
known to be burdensome for software maintenance [15],
which is why we rather include imports.

Figure 3 shows a linking example. Module App imports the
two modules Graph and Path we de�ned above in Figure 2.
Each import declares the name of the imported module as
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module SubgraphPath

import Graph as g

require inSubgraph: Int

declare subEdge: Int ⇥ Int

subEdge(x,y) :- g.edge(x,y),inSubgraph(x),inSubgraph(y).

import Path as p with { E=subEdge }

provide p.path: Int ⇥ Int

(a) Before linking

module SubgraphPath

declare g.edge: Int ⇥ Int

g.edge(1,2). g.edge(2,3). g.edge(3,4).

require inSubgraph: Int

declare subEdge: Int ⇥ Int

subEdge(x,y) :- g.edge(x,y),inSubgraph(x),inSubgraph(y).

declare p.path: Int ⇥ Int

p.path(x,y) :- subEdge(x,y).

p.path(x,y) :- subEdge(x,z), p.path(z,y).

provide p.path: Int ⇥ Int

(b) After linking
Figure 4. Imports lead to linking, which yields a newmodule
with inlined dependencies.

well as a local name used to qualify the relations of the
imported module. Since Graph is a closed module, we can
import it as is. Through the import, all provided relations of
Graph become available locally, but with pre�x g as a quali�er.
For Graph, we only obtain one relation: g.edge.
The import of Path is more complex, because Path is an

open module. We designed our module system to enforce
that every import provides bindings for all requirements of
the imported module. Module Path has one required relation
E, which must be assigned as part of the import declaration.
Indeed, we bind E=g.edge, thus linking path to g.edge. We can
then use p.path locally, since it was provided by Path. In our
example, we de�ne a new relation cyclic that collects all
nodes that have a path to themselves.

The compilation of a module with imports triggers linking.
Linking can be thought of as a preprocessor step, where im-
ported modules are being inlined and relations are renamed
accordingly. Indeed, it is possible to import the same module
multiple times, for example, to compute the transitive closure
path over di�erent graphs. Crucially, the result of linking is
yet again amodule, which can later be linked with other mod-
ules compositionally. We show the result of linking for our
example at the bottom of Figure 3. While relations edge and
path have been renamed to include the local module name as
a pre�x, requirements have been eliminated and substituted
according to the bindings of the import declaration.

2.3 Partial and Compositional Linking
In the previous example, we used linking to build an exe-
cutable application. However, linking can also be used to

form what we call bundles. A bundle combines multiple mod-
ules into a single unit that can be used as a library in other
modules. To retain expressivity, bundles should still be able
to abstract over other relations. And bundles should be able
to selectively re-export de�nitions. Our module system sup-
ports such bundles, even though it does not have a dedicated
language feature for it.
Consider the example in Figure 4. We de�ne a module

SubgraphPath that computes the transitive closure over a sub-
graph. The exact subgraph is not known but will be provided
by the required inSubgraph relation. We then de�ne a relation
subEdge, which selects those edges, where both nodes are in
the subgraph. Only then we import the Path module, using
the subEdge relation to bind E. Finally, the SubgraphPathmodule
re-provides p.path to its clients.

The linked SubgraphPathmodule illustrates bundling.While
the linking process is the same as before, the resulting mod-
ule has two novel aspects. First, the linked module contains
a requirement inSubgraph, which means we have an open
module after linking. Second, the linked module contains a
provide declaration, which means we can import the module
elsewhere to use the provided relation. Both aspects clearly
indicate: a bundle is a library, not an executable application.

Two features of our module system enable bundling: par-
tial and compositional linking. Partial linking occurs when
imports depend on unresolved requirements, such as the im-
port of Path in SubgraphPath, which depends on inSubgraph. We
say partial linking because the linker leaves these require-
ments unresolved. However, this is only useful if we can later
combine the result of partial linking with another module
to produce a closed module eventually. To this end, we rely
on compositional linking: The result of linking is a regular
module, which can be imported elsewhere. For example, we
can use the SubgraphPath bundle in another module:
module App

declare subgraph: Int

subgraph(1). subgraph(2).

import SubgraphPath as sp { inSubgraph = subgraph }

This module is closed since it does not contain any more
requirements. Moreover, we can statically validate that the
module is executable.

2.4 Compositional Validation
Each module has an implicit module interface that we infer
from the module’s de�nition. The module interface com-
prises the required and provided relations with their types.
Local de�nitions are not part of the interface. For example,
the modules from above have the following interfaces:

Graph : hY | edge : Int ⇥ Inti
Path : h⇢ : Int ⇥ Int | path : Int ⇥ Inti

SubgraphPath : hinSubgraph : Int | p.path : Int ⇥ Inti
In the module interface h', %i, we �rst list the required

relations ' and then the provided relations % . As we will see
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(rules) A ::= ? (- ) :� 0.
(atoms) 0 ::= ? (C) | C = C | C < C

(terms) C ::= - | E
(predicate) ? ::= = | =.?

= 2 Name - 2 Var ) 2 Type E 2 Value

(module) " ::=module n ⇢

(entry) ⇢ ::= declare sig | rule r |
require sig | provide sig |
import n as n with {p = p}

(signatures) sig ::= ? : ) ⇥ · · · ⇥)

Figure 5. Core Datalog IR with modules.

in the following section, the interface of a module is su�cient
for checking the validity of an import. In particular, it is not
necessary to expose the full de�nition of a module.3

3 Formalization of the Module System
The goal of this paper is to provide a module system for
a Datalog IR. The module system needs to be expressive
enough that existing Datalog dialects can use it as a com-
pilation target. In this section, we formalize the syntax of
modules, de�ne inference rules for compositional module
validation, and provide the linking routine.

3.1 Syntax of the Module System
We have shown examples of Datalog modules in Section 2,
but have not formally introduced the syntax. We remedy this
omission now. The top half of Figure 5 shows the grammar
of a standard Datalog. Datalog rules ? (- ) :� 0. are infer-
ence rules with a head ? (- ) and a rule body 0. A rule body
consists of a sequence of atoms 0, each of which is either
a predicate call ? (C), an equality constraint C = C , or an in-
equality constraint C != C . A term C is either logic variable
- or a constant value E . The only di�erence from standard
Datalog is that we explicitly allow quali�ed predicate names
? to support quali�ed imports later.

The remainder of Figure 5 introduces the syntax of Data-
log modules. Each module carries a name = and a sequence
of entries 4 . There are 5 di�erent kinds of entries. First, a
module can declare the signature of a locally de�ned re-
lations using declare sig. We require explicit declarations
with their type to support static validation of modules. Note
that many current Datalog systems (e.g., IncA and Sou�é)
require similar signatures, too. Second, a module can de-
�ne standard Datalog rules using rule r . Third, an entry
require sig requests a relation with the given signature to
be provided during linking. Fourth, provide sig exports the
3This enables higher-order modules that abstract over modules similar to
SML functors, but we have not explored this option yet.

relation with its signature given that it is locally de�ned.
Finally, language-integrated linking is triggered by an en-
try import m as n with {p = p}, which imports a module
named< as = while resolving requirements of< following
the assignments ? = ? . The examples in the previous section
followed and exempli�ed this syntax for Datalog modules.

3.2 A Type System for Modules
A valid module must satisfy three key properties:

1. The Datalog rules in the module must be well-typed.
2. Provided relations must be locally available.
3. Required relations must be bound during linking.

We designed a type system to validate modules with respect
to these properties. However, we leave the type checking of
standard Datalog rules unde�ned, since this is orthogonal
to the module system. Moreover, we assume that no acci-
dental variable shadowing occurs, such as re-declarations
of relations with con�icting signatures, which can be easily
checked and �xed through renaming.

To validate a module, we operate in two phases. First, we
collect key information about the module: the required rela-
tions �in, the provided relations �out , and the locally de�ned
relations �loc . The required and provided relations consti-
tute a module’s public interface h�in, �outi. The local def-
initions �loc are only necessary locally during validation.
We formalize the �rst phase of module validation in Fig-
ure 6. We visit each entry of a module using judgment
�in, �out, �loc ` 4 a �in, �out, �loc , which adds signatures to
the appropriate context. The only interesting case is the rule
for imports: We add all provided relations �out< of the im-
ported module< to the local de�nitions �loc , but only after
qualifying their name. Here, < : h�in, �outi |�loc yields the
public interface and local de�nitions of module<, as de�ned
by the last inference rule in Figure 6.
After we have gathered all relevant information about

the relations of a module, we can enter the second phase
of module validation and check the module de�nition. We
de�ne module validity through inference rules in Figure 7.
Rule V-Module �rst computes the public interface and local
de�nitions of a given module. It then checks two proper-
ties. First, the relations �out provided by the module must be
subsumed by the locally available de�nitions �loc and their
signatures must match. Second, all module entries must be
valid, assuming both locally de�ned relations �loc and exter-
nally required relations �in can be used. The remainder of
the rules in Figure 7 validate module entries (� ` 4 ÿ). For
declare sig, require sig, and provide sig, no extra check is
necessary: we used these entries in the �rst phase of module
validation. For rule r , we rely on a standard typing rela-
tion for Datalog rules, but provide the appropriate context
consisting of required and local relations. Recall that local
relations include imported ones, which thus may also be
used in rules.
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C-Decl
�in, �out, �loc ` declare p : T a �in, �out, (�loc ;? : ) )

C-Rule
�in, �out, �loc ` rule r a �in, �out, �loc

C-Req
�in, �out, �loc ` require p : T a (�in;? : ) ), �out, �loc

C-Prov
�in, �out, �loc ` provide p : T a �in, (�out ;? : ) ), �loc

< : h_, �out< i |_ �loc< = {=.? : ) | ? : ) 2 �out< }
C-Import

�in, �out, �loc ` import m as n with {p = p} a �in, �out, �loc [ �loc<

(�in1 , �out1 , �loc1 ) = (;, ;, ;) 88 . �in8 , �out8 , �loc8 ` 48 a �in8+1, �out8+1 , �
loc
8+1 C-Module

module n e1 · · · en : h�in=+1, �out=+1i |�loc=+1

Figure 6. Collect the required relations �in, provided relations �out , and locally de�ned relations �loc of a module.

module n e1 · · · en : h�in, �outi |�loc �out ✓ �loc 88 . �loc [ �in ` 48 ÿ V-Module
module n e1 · · · en ÿ

V-Decl
� ` declare sig ÿ

� `rule ? (G):� 0. ÿ V-Rule
� ` rule p(x):� a. ÿ

V-Req
� ` require sig ÿ

V-Prov
� ` provide sig ÿ

< : h�in, _i |_ 88 . �in (?8 ) = �(@8 ) keys(�in) \ {?1, . . . , ?: } = ; V-Import
� ` import m as n with {p1 = q1, . . . , pk = qk} ÿ

Figure 7. Validate the provided relations and entries of a module, in particular ensuring imports satisfy all requirements.

Finally, we validate import entries in V-Import. This is
where linking takes place, and thus we need to validate
that the imported module is correctly instantiated. We �rst
obtain the required relations �in of the imported module<.
Then, for each binding ?8 = @8 in the import declaration, we
validate that the type �in (?8 ) required by<matches the local
type �(@8 ) of the assigned relation. Moreover, the import
declaration must provide bindings for all required relations
in �in. If these conditions are met, linking will succeed.

One important point to notice about module validation is
that it is compositional: While checking a module, we only
ever use the interface of other modules but not the de�nition.
We can see this in rules C-Import and V-Import, which use
the provided and required relations of the imported mod-
ule only. Therefore, module validation supports separate
compilation as desired.

3.3 Linking Modules
Our linking algorithm operates on a group of modules that
are linked to form bundles or an executable program. Each
group of modules is identi�ed by one primary module and a
set of library modules. The primary module contains import
statements, while library modules in the same group are
free of imports. The library modules in a group are given

by the import statements in the primary module. During
linking, we resolve and eliminate the imports in the primary
module, producing a single import-free module with the
same name as the primary module. Consider the following
example, where we aim to compile and link �ve modules:

module M1

import M2 as m2

import M3 as m3

module M3

import M2 as m2

module M2

import M4 as m4

import M5 as m5

module M4

module M5

First, we order all modules topologically based on their im-
ports. Following this order, we �rst separately compile M5 and
M4, followed by M2, M3 and �nally M1. Each time we encounter
a module with an import statement during compilation, we
trigger linking. For example, no linking happens during the
compilation of M4 and M5, since they are import-free. Compi-
lation of M2, M3 and M1 triggers linking. When compiling and
linking M2, we use M2 as a primary module and M5 and M4 as
library modules in the group. After linking, M2 is free of im-
ports and we link the primary module M3 with the linked M2

module as library module. The topological order ensures that
all library modules are consistently free of imports. Note that
the existence of a topological order precludes cyclic imports,
which we guarantee before linking. Since this is a severe
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Algorithm 1 Algorithm to link a group of modules
1: Input:
2: module N imp, req, prov, decl, rule primary module
3: Mods set of import-free library modules
4: procedure L���(% , Mods)
5: Entries A4@ [ ?A>E [ 342; [ AD;4
6: for import m as n with {f} 2 8<? do
7: module m _, _, _, declm, rulem  get(<,Mods)
8: Entries Entries [ {pre�x(=,⇡) | ⇡ 2 342;<}
9: Entries Entries [
10: {pre�x(=, subst(f,')) | ' 2 AD;4<}
11: return module N Entries

limitation, given that various Datalog dialects support cyclic
imports, we will show how to resolve it in the next section.

We de�ne our linking algorithm in 1. It expects two inputs:
a group’s primary module % and a set of import-free library
modulesMods contained in the current group. When we link
a module, we preserve all entries in the primary module
except for the imports (line 5) by initializing Entries with all
entries of % , but excluding imp. Hence, we do not alter the
public interface of the primary module during linking. This
entails that open modules stay open and closed modules stay
closed. Now,we resolve all imports by inlining corresponding
entries. We proceed in three steps for each imported module:

(i) We collect and pre�x all local declarations in the im-
ported module with the local module quali�er =.

(ii) We use subst to replace predicate names referencing
required signatures with the right-hand side of the
import’s binding.

(iii) Finally, we pre�x the predicate names in each rule of
step (ii) with the local module quali�er =. Hence, the
rules now match their declared signature again.

To produce the linked module, we create a new module with
the name of the primary module and incorporate all entries
accumulated during the linking process.
To show that our linking is indeed correct, we proof two

key properties: (i) a linked module is free of imports, and (ii)
linking does not break module validity.

De�nition 3.1. Let % be a module, and Mods be a set of
import-free modules, that is 8< 2 Mods. imports(<) = ;.
We call the tuple (% , Mods) a group of modules with pri-
mary module % and library modulesMods, if all imports in %
are resolvable by Mods, that is modNames(imports(%)) ✓
names(Mods).

Theorem 3.2. Let (%,Mods) be a group of modules, then
L���(%,">3B) = % 0 with imports(% 0) = ;.

Proof. The proof follows directly from line 5, where we in-
clude all entries except imports from % in % 0, and lines 8-9
where we only add entries from import-free modules. É

To show that linking does not break module validity, we
�rst formulate and proof two lemmas.

Lemma 3.3. Let (%,Mods) be a group of modules, and
L���(%,">3B) = % 0, then the interface of % is equal to the
interface of % ’, that is: �8=% = �8=% 0 ^ �>DC% = �>DC% 0 .

Proof. We copy all entries, including the interface of % (line
5), and ignore the interface of other modules (lines 8-9). É

Lemma 3.4. Let (%,Mods) be a group of valid modules, and
L���(%,">3B) = % 0, then the local context of % 0 extends the
local context of % , that is �;>2% ✓ �;>2% 0 .

Proof. Let ? : ) 2 �;>2% , then line 5 guarantees that ? : ) 2
�;>2% 0 . If =.? : ) 2 �;>2% , that is =.? is imported, then 9< 2
Mods. ? : ) 2 �>DC< ✓ �;>2< . Line 8 copies all local signature
342;< from �;>2< pre�xed with the same = to % 0. É

Finally, we can now formulate the theorem that linking
does not break module validity.

Theorem 3.5. Let (%,Mods) be a group of modules, such
that % ÿ, and all modules in Mods are valid, that is 8< 2
">3B .< ÿ, then L���(P,Mods) = % 0 is valid, that is % 0 ÿ.

Proof. To show that % 0 is valid, V-Module must hold. Given
lemma 3.3 and 3.4 it follows: �>DC% 0 = �>DC% ✓ �;>2% ✓ �;>2% 0 . That
is, to prove V-Module holds, it is enough to show that all
entries of % 0 are valid. In particular, Theorem 3.2 guarantees
that % 0 is import-free, meaning V-Import is never required.
Additionally, the rules V-Decl, V-Req, and V-Prov all hold
unconditionally, thus we only need to show that V-Rule holds
for all rules of % 0. Consider rule A 2 rules(% 0). Either A was
originally de�ned in % , in which case A is still valid, since we
check it unmodi�ed under the extended context �8=% 0 [ �;>2% 0 ◆
�8=% [ �;>2% , or A originates from a module< 2 Mods. In this
case, we need to show that A is still valid if we copy all local
entries, substitute requirements and pre�x them (lines 8-
9). Since we copy all rules AD;4< with their corresponding
signatures 342;< with the same pre�x =, they stay valid, as
long as they don’t reference requirements. If a rule references
a requirement of<, typing is still valid because we replace
calls of required relations in< with calls to local or required
relations in % using subst and the bindings f . Since % is valid,
we know that for all requirements in< a valid binding and
as such a valid signature exists in % . Given lemma 3.3 and
3.4, we also know that all required and all local signatures
in % must also exists in % 0, after pre�xing.

É

This concludes our formalization of the module system,
including the module checker and linking process.
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module A

require Q: Int

declare R: Int

provide R: Int

R(x) :- Q(x).

module B

require R: Int

declare Q: Int

provide Q: Int

Q(x) :- R(x).

module C

import A as a { Q = b.Q }

import B as b { R = a.R }

Figure 8. Modules A and B are mutually dependent through
C, but do not have a cyclic dependency on each other.

4 Translation of Usage Patterns
Several Datalog dialects are already equipped with compo-
nent systems that support a variety of usage patterns not
directly supported by our module system. In this section,
we demonstrate how to utilize requirements and language-
integrated linking to express these patterns.

4.1 Cyclic Imports
Many module systems support cyclic dependencies be-

tween modules, which are not allowed in the module system
presented in this paper. We disallow cyclic imports because
our linking algorithm requires a topological order based on
the import dependencies between modules. For example, the
following code with a cyclic dependency between A and B is
prohibited in our module system:

module A

import B as b

declare R: Int

provide R: Int

R(x) :- b.Q(x).

module B

import A as a

declare Q: Int

provide Q: Int

Q(x) :- a.R(x).

However, not all hope is lost, as we can express cyclic
import dependencies using an intermediate module that in-
troduces a mutual dependency between modules instead.
In particular, we use our requirement feature to implement
this dependency without cycles. Figure 8 shows how we can
express our running example with a mutual dependency.
Instead of having A and B directly depend on each other, we
introduce an intermediate module C that imports both. Thus,
we eliminate the direct dependency cycle. Since A and B still
need access to Q and R respectively, we introduce require-
ments for those relations that we resolve in module C.
At �rst glance, it may seem that we have merely shifted

the problem. We still reference b.Q in the import of A and a.R

in the import of B. However, it is important to note that these
bindings are simply equalities between relations, which are
resolved by inlining during linking.

4.2 Inheritance
Inheritance is a common feature in various Datalog di-

alects. For instance, QL o�ers an object-oriented dialect for

.comp BaseConfig {

.decl R(x:number)

R(41).

}

.comp ConfigOne: BaseConfig { R(42). }

.comp ConfigTwo: BaseConfig { R(43). }

.init c1 = ConfigurationOne

.init c2 = ConfigurationTwo

(a) Sou�é program

module BaseConfig

declare R: Int

provide R: Int

R(41).

module ConfigOne

require super$R: Int

declare R: Int

provide R: Int

R(x) :- super$R(x).

R(42).

module ConfigTwo

require super$R

declare R: Int

provide R: Int

R(x) :- super$R(x).

R(43).

module Main

import BaseConfig as BC

import ConfigOne as c1

with { super$R = BC.R }

import ConfigTwo as c2

with { super$R = BC.R }

(b) Module system

Figure 9.Multiple Sou�é components inherit relations from
a base component.

Datalog supporting classes and inheritance [6]. Similarly,
Sou�é includes a sophisticated component system that sup-
ports extending components. Figure 9 shows such an exam-
ple with three components in Sou�é. We de�ne one super
component, BaseConfig that declares a single relation R with
fact R(41). Subsequently, we de�ne and instantiate two child
components, namely ConfigOne and ConfigTwo which extend
BaseConfig. Each child component inherits relation R and ex-
tends it with one additional fact. Executing the program, we
expect the following output: c1.R: {41, 42} and c2.R: {41, 43}.
Using required relations, we can express the same inher-

itance structure within our module system. We create sep-
arate modules for each Sou�é component and one main
module to represent the entire program. Both modules rep-
resenting ConfigOne and ConfigTwo require the relation R that
they inherit from the parent. We mark these requirements
with a super pre�x to indicate inheritance. Additionally, both
modules also rede�ne relation R with two bodies. The �rst
body calls the inherited relation, while the second body de-
�nes the additional fact for R.
For each component instantiation in the original Sou�é

program, we import the corresponding module in the Main

module. We use the name given on instantiation as the local
module name during import. For example, we import module
ConfigOne with the local name c1. Note that to resolve the
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.decl Q(x:number)

Q(41).

.comp Config {

.decl R(x:number)

R(x) :- Q(x).

R(42).

.comp NestedConfig {

.decl S(x:number)

S(x) :- R(x).

S(x) :- Q(x).

}

.init n = NestedConfig

}

.init c = Config

(a) Sou�é program

module Main

import Config as c

with { outer$Q = Q }

declare Q: Int

Q(41).

module NestedConfig

require outer$R: Int

require outer$Q: Int

declare S: Int

provide S: Int

S(x) :- outer$R(x).

S(x) :- outer$Q(x).

module Config

import NestedConfig as n with {

outer$Q = outer$Q, outer$R = R

}

require outer$Q: Int

declare R: Int

provide R: Int

R(x) :- outer$Q(x).

R(42).

(b) Module system

Figure 10. Relations from the outer scope of a Sou�é pro-
gram are passed down into nested component.

requirements for the inherited relations, we also need to
import the BaseConfig module with an arbitrary local name.
This approach is also �exible enough to support nested

inheritance hierarchies. In such cases, we pass the require-
ments along the inheritance hierarchy from one module to
the next. Using the same design, we can also mimic Souf-
�é’s multiple inheritance, where a single component inherits
from more than one parent component. Instead of requiring
relations from just one parent component, we additionally
require relations from a second parent.

4.3 Scoping
Scoping plays a crucial role in organizing code in Datalog

dialects. For instance, Sou�é implicitly exposes all relations
declared in a program to all its components. Each nested
component can also access all content from the outer com-
ponent. In Figure 10, the relation Q, de�ned in the outermost

scope of a Sou�é program, is available in the components
Config and NestedConfig. Consequently, Q can be referenced
in the component’s internal rule R or S respectively.
We encode this scoping behaviour with requirements.

Modules, corresponding to a component, require all relations
from the outer scope, that we resolve on import. For exam-
ple, the Main module imports module Config and ful�lls the
requirement for outer$Q with its local de�nition. NestedConfig
requires everything from the outermost main scope, but also
all relations from the Config scope. That is, each nesting level
propagates all requirements from the parent scope and adds
new requirements for relations in the current scope. Speci�-
cally, the Config module propagates relation Q from the main
scope and also propagates its new de�nition R to NestedConfig.

We have seen how we can express even complex Datalog
dialect features in our module system. In the next section,
we extend the IncA compiler framework with our module
system and use it to link a large case study in Doop.

5 Implementation and Case Study
IncA is a multi-level IR compiler framework, which mirrors
the architecture of LLVM [14], but adapts it for Datalog.
Datalog dialects can implement compiler frontends to con-
vert their code into an extensible Datalog IR. Independently
of the frontend, this IR code is transformed, analyzed and
optimized in multiple interleaved passes. Finally, compiler
backends translate the IR code for various Datalog engines
and execute it. The rest of this section demonstrates how we
implemented and use our module system in IncA.

5.1 Extend the IncA Datalog IR
At its core, IncA consists of a typed core Datalog IR, that
is extensible with any number of IR extensions. We extend
IncA’s core Datalog IR with the syntax described in Figure 5.
That is, a Datalog program consists of a set of modules, each
containing a set of module entries. Thus, Datalog frontends
produce one ormoremodules that are linked to an executable
program or bundles. Note that compiler backends reject open
modules because they are not executable.
We extend the type system of IncA’s core IR to support

our module system by following the rules in Figure 6 and
Figure 7. However, our implementation includes one addi-
tional check to guarantee that local names of modules are
unique to prevent name clashes. For readability purposes,
we left this detail out of the presentation in Figure 7.

Finally, we add our linking algorithm from Section 3.3
to IncA’s compilation pipeline. Technically, we leverage an
existing mechanism within IncA’s compilation pipeline to
accomplish this, namely lowerings. Lowerings allow IR ex-
tensions to be expressed in terms of other IR extensions by
desugaring them. We implement our linking algorithm as a
lowering which desugars imports by inlining relations.
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However, it turns out that some compilation steps are in
con�ict with partial linking. In particular, some optimizations
are only fully applicable when the �nal Datalog program is
known. To enable specialized handling of these cases, we
extend IncA to di�erentiate closed-world and open-world
compilation. Closed-world compilation assumes complete
knowledge of the entire Datalog program, whereas open-
world compilation only operates on a partial Datalog pro-
gram. For example, consider an optimization that removes
all relations from a Datalog module that are never queried.
During an open-world compilation, we cannot yet determine
if provided relations are queried. This decision can only be
made once a program is fully linked. Nevertheless, we still
provide an optimization for open-world compilation to re-
move only non-provided relations that are never queried.

In the remainder of this section, we demonstrate its appli-
cability to a large Doop analysis written in Sou�é.

5.2 Case Study: Points-To Analysis in Doop
Doop is a highly con�gurable points-to framework for

JVM bytecode written in Sou�é’s Datalog dialect. We are
able to automatically translate an existing large context-
insensitive points-to analysis to modules in IncA’s IR. To this
end, we modify IncA’s Sou�é frontend to produce modules,
following the strategies described in Section 4.

Figure 11 illustrates the analysis structure and generated
IR modules. The original Sou�é program spans ⇠7000 LOC
across 5 components, exploiting scoping and inheritance.
ContextInsensitiveConfiguration inherits all relations de�ned
in AbstractConfiguration. Besides inheritance, the program
also uses nested scoping. That is, each component can access
all declarations from the main program scope. At the same
time, relations in the main scope can also access the basic

and config instances through the mainAnalysis instance.
We translate this program into 6 modules, one for each

component and one main module representing the primary
program. Each module requires all relations from the main
module. ContextInsensitiveConfiguration also requires all in-
herited relations from AbstractConfiguration. Additionally,
BasicContextSensitivity re-provides relations imported from
Basic and ContextInsensitiveConfiguration to the main scope.

We link the program in the topological order of the mod-
ules. First, we separately lower, optimize, and type check the
open modules Basic, AbstractConfiguration, and
ContextInsensitiveConfiguration. Then, we proceed with
BasicContextSensitivity, which remains an open module as
it still requires relations from the outer scope. Finally, we
generate the executable program by linking the main module
and resolving all remaining dependencies.

5.3 Case Study: Interoperability
As indicated in Figure 1, our module system enables inter-
operability between Datalog dialects. To showcase this, we

.comp Basic { ... }

.comp AbstractConfiguration { ... }

.comp ContextInsensitiveConfiguration:

AbstractConfiguration { ... }

.comp BasicContextSensitivity {

.init basic = Basic

.init configuration = ContextInsensitiveConfiguration

...

}

.init mainAnalysis = BasicContextSensitivity ...

(a) Sou�é program

module Basic

... // require all relations from outer scope

module AbstractConfiguration

... // require all relations from Main scope

module ContextInsensitiveConfiguration

... // require Main & AbstractConfiguration relations

module BasicContextSensitivity

... // require all relations from Main scope

import Basic as basic with {/*Main Scope*/}

import AbstractConfiguration as A with {/*Main Scope*/}

import ContextInsensitiveConfiguration as config

with {/*Main Scope & Inherited from A*/}

// re-provide everything from basic and config

provide basic.X

provide config.X

...

module Main

import BasicContextSensitivity as mainAnalysis

with {/*all relations from this scope*/}

...

(b) Module system

Figure 11. Structure of the context-insensitive Doop analysis
written in Sou�é.

implement an escape analysis in Functional IncA by utilizing
an existing points-to analysis written in Sou�é.

Functional IncA is a functional language that does not use
Datalog relations in its frontend dialect, but still compiles
down to Datalog IR. In contrast, the Sou�é dialect closely
aligns with Datalog and operates directly on Datalog rela-
tions. To integrate these two languages, we adapt Functional
IncA to import Datalog relations by name and module. To
this end, we extend Functional IncA’s parser, type checker,
and compiler. We treat imported relations as a set of tuples
on which we operate with set comprehensions. Consider an
excerpt from our escape analyses in Functional IncA:
import PointsTo as pt:

AssignHeapAllocation(String, String, String), ...

def mayEscape(): Set[(String, Boolean)] =
{ (obj, mayOutlive(obj, method)) |

(obj, _, method) in pt.AssignHeapAllocation }
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We import the AssignHeapAllocation relation from our Souf-
�é module into Functional IncA. This relation holds all heap
allocations in the program that we want to analyze. To map
Sou�é types to Functional IncA types, we require explicit
type annotations upon import. The function mayEscape deter-
mines if each heap allocation outlives the method in which
it is de�ned. To do so, we use the helper function mayOutlive.

To create an executable program, we follow the steps out-
lined earlier. First, we separately compile the Sou�é point-to
analysis to multiple IR modules and link them to a single
big IR bundle. Then, we compile the Functional IncA mod-
ule to an IR module and link it with the Sou�é IR bundle,
yielding the executable Datalog program. We can execute
the program with any Datalog engine supported by IncA.

6 Related Work
We design, formalize, and implement a typed module system
for Datalog intermediate representations. To the best of our
knowledge, we are the �rst to study such a module system.
However, prior research on module systems, especially in
logic programming languages and Datalog, does exist and
will be discussed in this section.

6.1 Module Systems in the Broader Literature
Cardelli [9] provides a theoretical framework for System F,
focusing on modularization and linking through program
fragments. These fragments are syntactically well-formed
program terms that support separate compilation (simpli�ed
to type checking) and partial linking. They de�ne linking as
a process generating an output program from a collection
of fragments and a description of how these are combined.
This description is speci�ed in a con�guration language, dif-
ferent from the module language, and formalized by linksets.
Linking either produces a complete program or an incom-
plete library for further linking. Our modules align with the
concept of fragments, as they are collections of relations that
are separately compiled and checked. However, our linking
process is integrated into the language via import statements,
eliminating the need for a separate con�guration language.
In our system, open modules are akin to libraries, while
closed modules correspond to complete programs.
While module systems are prevalent in nearly all widely

used programming languages, such as OCaml, Go, Java,
Python, or C++, a detailed comparison to all of them is not
practical. Instead, we focus on a comparison with one of
the most comprehensive module systems found in Standard
ML (SML). SML [17] is a general-purpose functional pro-
gramming language with an advanced module system that
separates linking and library creation from the core language.
There are three core concepts in SML’s module system: struc-
tures, signatures, and functors. A structure is a collection
of declarations with concrete implementations. Structures

are instantiated by binding them to a name and using qual-
i�ed names to access their contents. The second concept,
signatures, describes the structure’s interface, consisting of
names and types for all entities and substructures. A functor,
the third concept, maps between structures to parameterize
modules. Given an existing structure that adheres to a signa-
ture, a functor creates a new structure from it. Our Datalog
IR module system resembles SML structures, as our modules
are collections of relations that are instantiated with local
names through imports. A module’s public interface is sim-
ilar to the signature of a structure, as type checking an IR
module requires only the public interface. These interfaces
enable us to write parametric modules that abstract over
modules, similar to how SML functors abstract over modules.
However, contrary to SML, our linking process is integrated
into the Datalog IR language.

6.2 Module Systems in Logic Programming
Miller [16] de�nes a pure theory of module systems for logic
programming languages using nested implications. To this
end, they de�ne a logic language that extends the syntax
of horn clauses with implications in goals and in bodies of
clauses. They do not address linking or partial compilation
in their work. We implemented our module system as part
of the IncA compiler framework and demonstrated its us-
ability with two case studies. While their system structures
multiple predicates within a module, it lacks mechanisms
for information hiding. Our modules are also a collection of
relations, but we support information hiding by selectively
exporting relations. Similar to us, they support parameteri-
zation by using variables as predicates in module de�nitions.
However, their approach does not detail how these variables
are resolved. They support an import mechanism through
implication. That is, if a body of a relation is attempted as
a goal, it will come with the module as a hypothesis. In our
system, imports are resolved by linking, which inlines im-
ported relations using a local module name. Our modules are
parametric in relations through requirements that we resolve
with imports. We do not need external linking mechanisms.

Hill [10] also presents a theory of a module system for a
typed logic programming language called Gödel. A module is
a collection of predicates and consists of a public (export) and
a private (local) interface. Public predicates are accessible
outside the module, while private ones are restricted to the
module. Modules can be imported into one another, bringing
in all public symbols from the imported module. Our mod-
ules are a collection of relations as well. We explicitly provide
relations to other modules and import them by inlining. Us-
ing local names, we can import the same module multiple
times, enabling reusable, parametric modules. Gödel also
supports parametric modules, allowing parameterization by
types and relations, which are resolved upon import. How-
ever, Gödel does not support importing the same module
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multiple times within the same namespace. Their work also
does not address compositional validity or partial linking.
Sannella and Wallen [22] present a theoretical module

system for Prolog. Although Prolog di�ers from Datalog in
semantics, its surface language of horn clauses with atoms
and terms is quite similar. Even though our module system
purely focuses on Datalog, there are still similarities. The
core abstraction of their approach is called structure. Struc-
tures contain declarations of functions and relations and can
export those to other structures. It is also possible to inherit
declarations from other structures or make a structure para-
metric in other structures. Since standard Datalog does not
support functions, our design does not capture them. How-
ever, our modules can export relations using provide and also
require other relations. As discussed in Section 4, this form
of parameterization can express various patterns, including
inheritance. Their structures and our modules both are ac-
cessed with quali�ed names. Additionally, structures include
signatures that specify their content. However, since their
theory is untyped, their signatures only include the arity
of relations. While we always explicitly require type anno-
tations for relations and requirements, structures can infer
their signatures. Since our module system is designed for
IRs and is not user-facing, type inference is not a necessity.

6.3 Datalog Dialects with Module Systems
QL [6] is an object-oriented frontend language that com-
piles to Datalog and is evaluated by a custom engine to per-
form static analysis on various programming languages. QL
supports di�erent module types, particularly parameterized
modules, which accept multiple predicate names as input
that must be resolved upon instantiation. That is, a module
can be reused by instantiating it multiple times with di�erent
predicates. Similarly, our module system allows parametriza-
tion over relations by de�ning requirements. Our modules
can be imported multiple times with di�erent requirements.
Even though QL directly translates to Datalog, it is unclear
how and if modules translate to Datalog as well.
LogicQL [5] is another mostly pure Datalog dialect with

its own evaluation engine. Modules consist of relations and
type de�nitions with support for information hiding. In par-
ticular, a module can export declarations for other modules
to use. LogicQL supports neither the parametrization of mod-
ules nor of relations. Similarly, our modules are collections
of relations that support information hiding by providing
certain relations to other modules. Additionally, we enhance
modules by making them parametric through requirements.
DDLog [19] is an incremental execution engine and di-

alect of Datalog. It supports a module system inspired by
Haskell and Python, that allows importing types, functions,
or relations. Our formalization of the module system only
focuses on relations, since our targeted Datalog IR has no no-
tion of functions or algebraic data. DDLog allows importing

modules to the same namespace or keeping the namespace
separate. We always use distinct namespaces for modules.

Sou�é [11] is a high-performance C++ engine with a data-
log frontend language that supports modularization through
components. Components can contain relations, type decla-
rations and de�nitions, or other nested components. They
can be instantiated multiple times by assigning a unique
name to them. Access to a component’s content requires a
fully quali�ed name. Similarly, our modules encapsulate rela-
tions, can be imported multiple times with local names, and
require fully quali�ed names for access. While Sou�é’s com-
ponents support inheritance and scoping, ourmodules do not
have built-in support for these features. However, as shown
in Section 4, our design is �exible enough to accommodate
these patterns. Sou�é also allows components with para-
metric type arguments. We consider type parametrization
orthogonal to our modules. Instead, we suggest that in a com-
piler framework, extensions could provide type-parametric
relations, rather than type parametric modules. Extending
our module system to support parametric relations should be
straightforward based on our current formalization. Before
execution, Sou�é �attens and inlines components to produce
standard Datalog code. Our linking algorithm also inlines
relations to produce a single executable Datalog program.

7 Conclusion
We propose the �rst module system for Datalog IRs to sup-
port interoperability between Datalog dialects. Modules are
uniquely named collections of relations that can be sepa-
rately type checked, compiled, and partially linked to form
bundles. They can both, provide relations to other modules
and require relations from other modules. Requirements
must be resolved when linking the surrounding module,
which we trigger with a language-integrated import state-
ment. This approach enables parametric modules, which
naturally extend the expressiveness of standard Datalog. We
formalize the static semantics and linking algorithm of our
module system and demonstrate how we support cyclic im-
ports, inheritance, and scoping. We then integrate our mod-
ule system into the existing Datalog framework IncA, and
implement a Sou�é frontend to compile complex Sou�é pro-
gramswith inheritance and scoping into multiple IRmodules.
Finally, we use our implementation to compile and link an
existing large context-insensitive points-to analysis written
in Doop into an executable Datalog program. To show inter-
operability, we implement an escape analysis in Functional
IncA using a Sou�é points-to analysis.
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